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ABSTRACT
The present study provides initial data on self-reported secure and
insecure cyber behaviour using the iSECURE. A theoretical model for
item pool development, distributions and convergent associations is
presented. Data on the distribution of self-report of secure and
insecure cyber behaviour is presented as well as data on factor
structure of scores collected from a sample of 210 college-age adults
(56.7% female). Exploratory factor analysis indicated a two-factor
solution, with items loading onto subscales of secure or unsecure
cyber behaviour. Comparison with an existing measure of attitudes
about cyber security suggested good convergent validity. Additional
analyses examined correlations between the iSECURE and Big Five
personality traits as well as other personality and behavioural char-
acteristics. The distribution of responses suggests that self-report
may be useful in research studies that attempt to build towards
predicting actual behaviour. The implications of findings for future
research are discussed in terms of the need to develop additional
techniques such as the use of real-world scenarios.
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Introduction

Increasingly, the academic, government and business communities are calling for
improved understanding of personality, behavioural and cognitive factors in cyber
security [1–3]. Development of a conceptual definition (i.e. construct domain) of cyber
secure\insecure behaviour is a critical first step in designing measurement and requires
careful conceptual and theoretical consideration. Secure\insecure computer behaviour
falls under the overarching concept of cyber security. Scholars continue to debate the
criteria and behaviours necessary to define a ‘cyber secure’ state [4]. The federal
Committee on National Security Systems provides the following brief definition of
cyber secure: ‘The ability to protect or defend the use of cyberspace from cyber-attacks’
[5, p.22]. Cyber secure or insecure behaviour would therefore constitute actions that
promote or disrupt this ability, respectively. An important next step in actualising the
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benefits of psychological research on cyber security is to empirically establish the ability
to measure the dependent variable of secure and insecure behaviour.

Anderson and Agarwal [6] provide empirical support for their measures of a
related concept of user beliefs about secure\insecure cyber behaviour. Their
‘Practicing Safe Computing’ (PSC) scales are a series of three, 4-item measures
assessing a variety of attitudes and beliefs about computer security and the
Internet, such as self-efficacy in protecting against cyber threats, attitudes about
security behaviours and perceived societal norms about cyber security.
Theoretically, each of these constructs may be highly related to actual security
behaviours, making the PSC subscales a useful tool in establishing the construct
validity of future measures assessing secure\insecure cyber behaviour.

In a review, Crossler et al. [7] caution against the use of self-report to assess
unethical cyber behaviour, stating that, ‘people are not generally willing to admit
committing [unethical] behaviors’ (p. 96). Data on this proposition is lacking. If
participants are unlikely to admit to engaging in unethical cyber behaviour, the
distribution of scores should show severe positive skew (i.e. the vast majority of
respondents failing to endorse engaging in unethical behaviour). In this study, we
examine the distributions of items consistent with the above definition of secure
and insecure behaviour, utilise factor analysis to empirically identify iSECURE
subscales and evaluate construct validity. We expect to find that iSECURE items
tend to organise along two main factors representative of secure and insecure
cyber behaviour, and that each subscale will correlate with other similar measures.

We also examine the iSECURE in terms of factor associations with the ‘Big Five’ traits,
contributing to a developing body of work linking personality and cyber security
behaviour. Research has established links between Big Five traits and compliance with
security policies, susceptibility to attack and likelihood of engaging in insider attack [1,8–
10]. Theoretically, conscientiousness may be a protective factor against malicious cyber
behaviour, given its association with obedience [11,12].We follow from the work of
McBride et al. [1] in hypothesising that neuroticism may be a predictor of a broad
tendency to engage in secure cyber behaviours. Neurotic individuals may be more
attentive to danger and thus more cautious in their computer use. We hypothesise
that conscientiousness may also be linked to secure cyber behaviour. Conscientious
individuals are more likely to abide by rules and responsibility, and accordingly should
be more likely to abide by general best practices, or network policies.

There are also a number of individual differences that may predict cyber behaviour.
Here we focus on anxiety, aggressive behaviour and callous–unemotional traits.
Individuals with callous–unemotional traits may be more likely to commit cybercrimes
such as insider attack, due to a lack of empathy for the victims or lack of personal
connection to the organisation. Indeed, callousness is as a risk factor for criminal
behaviour, generally [13,14]. Highly aggressive individuals may be more likely to per-
ceive organisational injustice or personal slights, and engage in disruptive cyber beha-
viour as retaliation. Similarly, anxiety may play a role in user compliance in cyber-attacks.
For example, anxious may be more likely to comply with social engineering attacks,
given links between anxiety and susceptibility to social pressures. Drawing from the
theoretical links described above, we hypothesise that these traits will be associated
with higher levels of insecure behaviour.
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Materials and methods

Participants

Study data were gathered from socioeconomically and ethnically diverse sample of 210
adults (56.7% female). A majority reported their ethnicity as Euro-American (51.2%), with
smaller percentages identifying as African-American (15.9%), Asian-American (13.5%),
Hispanic (9.1%) or another ethnic group (9.6%). Total family income was well distributed,
with 22.1% reporting yearly income below $20,000, 36.1% reporting income between
$20,000 and $50,000 and 36.5% reporting income above $50,000. Participants most
commonly reported having between 6 and 10 years of experience using the Internet.

Procedures

Participants were recruited from an urban university and asked to complete an anonymous
survey regarding their computer use, thoughts and feelings. Informed consent was obtained
from students for use of anonymous data. Participation was voluntary, and all students were
informed that participation (or refusal to participate) would not affect their course grade. Our
Institutional Review Board (IRB) reviewed study procedures and approved the study.Measures
were completed in a group classroom setting under the supervision of trained research
assistants.

Measures

iSECURE
An original 20-item instrument asks participants to rate the frequency with which they
engage in such behaviours along a four-point Likert-type scale (‘Never’, ‘Rarely’,
‘Sometimes’ and ‘Often’). Items were developed by the authors and crafted to represent
generally secure or unsecure cyber activities, for example, secure, ‘I download virus
protection updates’; insecure, ‘I use unsecured wireless (“Wi-Fi”) networks’. iSECURE psy-
chometrics are a focus of the current study and are described below (see the ‘Results’
section). Items were developed via discussions with team members and others in the
secure computing community. Items also drew from the measures developed by Halevi
et al. [8] and McBride et al. [1] and are each designed to assess participants’ secure and
insecure online activity. An original item pool for the iSECURE drew from online security
recommendations made by various university information technology departments,
Internet service providers, security software firms and the United States-Computer
Emergency Readiness Team. We limited ourselves to those recommendations intended
for end users, rather than systems administrators. These were crafted into reflective
statements about user behaviour (e.g. ‘I have. . .’) that could be rated in terms of personal
applicability. Our research team of cyber security and behavioural science experts reviewed
these items in consultation with professionals and pared the set to a final list of 20 items.

Safe computing scales
A measure used by Anderson and Agarwal [6] was included as a means to assess
construct validity of the iSECURE. Subscales include: level of concern regarding security
threats, security behaviour self-efficacy, perceived citizen efficacy, subjective norms of
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cyber security (i.e. peer beliefs about own security), descriptive norms of cyber security
(i.e. own beliefs about others’ security), and intentions and attitudes towards securing
one’s personal computer. Extant work with these subscales has found reliability esti-
mates in the moderate to good range.

Big Five Inventory
The Big Five personality traits of openness, conscientiousness, extraversion, agreeable-
ness, and neuroticism were assessed using the Big Five Inventory [15,16]. Respondents
are presented with 44 human characteristics (e.g. ‘Is original, comes up with new ideas’)
and asked to rate their personal applicability along a five-point scale (1 = ‘Disagree
Strongly’, 5 = ‘Agree Strongly’). Subscale scores are created by averaging responses to
items representative of each personality trait. In the current study, internal consistency
for each subscale ranged from acceptable to good (.72–.84).

Existential anxiety questionnaire
The existential anxiety questionnaire (EAQ) [17,18] is a 13-item measure of existential
anxiety based on the Tillich conceptualisation of existential concerns [19]. The EAQ
demonstrated acceptable internal consistency in this sample (α = .76).

Peer conflict scale – 20-item version (PCS-20)
The PCS-20 [20] is a self-report measure of aggressive behaviour. Consistent with extant
research [21], PCS items demonstrated good internal consistency in this sample (α > .85).

State-trait anxiety inventory – form Y (STAI-Y)
The STAI-Y [22] is a 20-item self-report measure of anxiety symptoms. Specifically, the
STAI is believed to differentiate between anxiety symptoms specific to the individual
(trait) and those resulting from context (state). By extracting circumstance-derived
anxiety from global assessment, the STAI permits a more accurate assessment of
relatively stable trait anxiety. Participants respond along a four-point intensity scale
ranging from ‘not at all’ to ‘very much so’. Research using the STAI-Y has continued to
find that it demonstrates good reliability (αs >.85 [23]).

Brief symptom inventory (BSI-18)
Participants were screened for symptoms of psychological disorder and distress using
the BSI 18 [24], an 18-item self-report measure. The BSI 18 includes subscales assessing
broad symptom dimensions of somatisation, depression and anxiety. Internal consis-
tency estimates of individual subscales indicate good reliability (αs >.70 [24]).

Inventory of callous–unemotional traits (ICU)
Callous and emotional traits were measured using the appropriately named ICU ([25]), a
24-item self-report inventory. Essau et al. [26] report good reliability for the ICU overall
(α < .70), as well as the callousness and uncaring subscales, though only an acceptable
level of reliability for the unemotional factor (α = .64).
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Results

Distributions of the two iSECURE scales (presented in Figures 1 and 2) suggest that there
is a negative skew in secure cyber behaviours (i.e. more in the high secure tail of the
distribution), in that participants tended to believe they engaged in more secure cyber
behaviour. In contrast, insecure behaviour is normally distributed, with a few individuals
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Figure 1. Frequency distribution of iSECURE secure cyber behaviour subscale scores.
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Figure 2. Frequency distribution of iSECURE insecure cyber behaviour subscale scores.
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showing very high risk. Descriptive statistics for other variables of interest are presented
in Table 1. The factor structure of the iSECURE was examined using exploratory factor
analysis, with the intention of determining the most theoretically consistent structure,
while minimising cross loadings. Missing data were handled using pairwise deletion of
cases as suggested by Tabachnick and Fidell [27].

Factorability was appropriate because of both the sample size and the observed
patterns of intercorrelation among items (i.e. numerous inter-item correlations
exceeded .30). A non-significant sphericity test, χ2(190) = 1620.40, p < .001, and
acceptable Kaiser–Meyer–Olkin sampling adequacy (.775), further signified that our
data were comprised of common factors [27]. The number of factors was initially
identified according to Kaiser’s criterion (eigenvalues greater than one), then
limited through visual inspection of a scree plot as recommended by Preacher
and MacCallum [28]. We interpreted factor loadings with values above .32 as
representative of salient indicators [27].

Exploratory factor analysis was conducted with principal axis factoring of the
item correlation matrix using a Varimax rotation to simplify factor identification. An
initial solution contained seven factors with eigenvalues greater than one.
However, inspection of the scree plot revealed a steep descent from the second
to third factors, suggesting the adequacy of a two-factor solution. Consistent with
this, a two-factor solution accounted for 39% of variance in scores. Inspection of
factor loadings found the solution to be theoretically sound, with items aligned
with the posited factors of secure and unsecure cyber behaviour (see Table 2).
Using the two-factor structure, mean levels of secure or unsecure behaviour were
determined and are presented alongside other variables of interest in Table 1.

Construct validity for iSECURE factors was assessed by correlating mean scores
of secure and unsecure cyber behaviour with the safe computing subscales

Table 1. Means, standard deviations and ranges for the variables of interest.
Mean (SD) Range

Secure behaviour 11.26 (5.03) 0–18
Insecure behaviour 15.12 (6.58) 0–38
Openness 36.08 (6.23) 0–50
Conscientiousness 30.58 (5.37) 0–45
Extraversion 26.06 (6.48) 0–40
Agreeableness 34.34 (5.85) 0–45
Neuroticism 23.51 (6.90) 0–40
Trait anxiety 43.66 (11.20 0–75
Fear\death concerns 1.92 (1.58) 0–5
Emptiness\meaninglessness concerns 1.60 (1.11) 0–4
Guilt\condemnation concerns 1.54 (1.21) 0–4
Somatisation symptoms 5.05 (5.26) 0–24
Anxiety symptoms 6.28 (6.34) 0–24
Depression symptoms 5.92 (6.11) 0–24
Aggression 5.99 (7.42) 0–80
Callousness 6.67 (4.05) 0–44
Uncaring 7.22 (4.99) 0–32
Unemotional 7.93 (3.61) 0–20
Cyber security concern 38.54 (12.41) 0–56
Security behaviour efficacy 23.12 (6.73) 0–35
Perceived citizen efficacy 16.72 (3.42) 0–28
Subjective norms of security 12.38 (4.78) 0–21
Attitude regarding security 17.07 (3.71) 0–21
Intentions regarding security 15.65 (4.31) 0–21
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adapted by Anderson and Agarwal (Table 3). Notably, secure cyber behaviour
showed significant positive associations with security behaviour self-efficacy
(r = .39, p < .001), subjective norms about cyber security (r = .20, p < .01).
Individuals engaging in secure cyber behaviours were more likely to report a
positive attitude towards performing security-related behaviour (r = .24, p < .01),
as well as greater intentions to perform such behaviour (r = .35, p < .001).

We continued by examining correlations between secure and insecure subscale
scores and Big Five personality traits (Table 4) as well as aggression, anxiety, callous–
unemotional traits and mental health symptoms (Table 5). Engagement in secure

Table 2. Summary of results from an exploratory two-factor model of iSECURE items.

Item
Factor 1:
Secure

Factor 2:
Insecure Mean (SD)

%
endorsing

1. I use Facebook, Instagram, Google+, Twitter or another social
media site

.111 .104 2.58 (0.78) 96.2

2. I download security updates for my computer .796 .034 1.66 (1.03) 82.2
3. I download general software updates. .564 .123 2.11 (0.94) 91.3
4. I use antivirus\anti-malware software on my computer .823 −.031 2.11 (1.11) 85.0
5. I download virus protection updates .899 .005 1.79 (1.13) 79.8
6. I use antivirus\malware software on my computer .854 .020 2.05 (1.12) 84.5
7. I have accessed the private information of others using the
computer/Internet

.232 .361 0.57 (0.91) 34.1

8. I have downloaded movies, music, videos, other media, etc.
from ‘share’ sites

.016 .440 1.93 (1.05) 87.5

9. I use unsecure wireless ‘Wi-Fi’ networks −.045 .596 1.47 (1.13) 74.9
10. I have accessed others’ wireless ‘Wi-Fi’ networks without their

consent
−.113 .594 1.22 (1.12) 64.9

11. I have accessed secure private wireless ‘Wi-Fi’ networks
without their consent

.002 .635 0.58 (0.97) 32.2

12. I would use software to access private/secure sites if there
was a good reason

.046 .533 1.01 (1.06) 57.7

13. I would use software to access private/secure sites .122 .600 0.61 (0.90) 37.9
14. I have downloaded malicious software by accident .247 .380 0.88 (0.87) 61.5
15. I have accessed Internet sites that my browser warned me

may be insecure.
.069 .457 1.64 (0.95) 86.5

16. I download software and security updates as soon as they
become available

.537 .091 1.53 (0.96) 83.2

17. I have illegally downloaded software or music online −.007 .572 1.87 (1.13) 83.7
18. I have used\would use a work computer to look up

information about friends\family
.170 .344 1.28 (1.06) 69.7

19. I regularly give out my email address .017 .209 1.75 (0.94) 91.3
20. I have had a problem with malware on my computer in the

past year
.183 .350 0.80 (0.95) 51.4

Bold values denote loadings > 0.32.

Table 3. Associations between security-related cyber behaviours and safe computing subscales.
1 2 3 4 5 6 8

1. Secure behaviour – – – – – – –
2. Unsecure behaviour .29** – – – – – –
3. Concern about security .12 .08 – – – – –
4. Security behaviour self-efficacy .39** .13 .16* – – – –
5. Perceived citizen efficacy .07 .14* .25** .15* – – –
6. Subjective norm .20** .05 .43** .25** .22** – –
7. Attitude towards security .24** .02 .29** .27** .14 .33** –
8. Intentions regarding security .35** .03 .24** .42** .15* .39** .62**

*p < .05.
**p < .01.
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cyber behaviours was associated with lower levels of neuroticism (r = −.14, p < .05),
and fewer mental health symptoms (r = −.14), though this effect was only marginally
significant (p = .051). However, secure cyber behaviour practices were linked to
greater concerns about emptiness and meaninglessness in one’s life. Conversely,
insecure cyber behaviours were associated with lower levels of conscientiousness
(r = –.23, p < .01; Figure 3), increased report of somatic (r = .19, p < .01) and
depressive symptoms (r = .22, p < .01), as well as higher levels of aggressive
behaviour (r = .16, p < .05). Insecure cyber behaviour was linked to a generally
uncaring nature (r = .15, p < .05), though also associated with existential concerns
about guilt and condemnation (r = .19, p < .05).

Discussion

The current paper provided initial data on a new measure, the iSECURE, for assessing
security in cyber behaviour. First, the distributions of the two iSECURE scales (presented in
Figures 1 and 2) suggest that there is a skew towards people thinking they are secure (i.e.
more in the high secure tail of the distribution), but that insecure behaviour is normally
distributed with possibly a few of very high risk. A general tendency in the population
towards feeling more secure is an interesting finding deserving more scrutiny. That is,
people may actually be secure or they may have a bias towards feeling more secure than

Table 4. Associations between security-related cyber behaviours and Big Five personality traits.
1 2 3 4 5 6

1. Secure cyber behaviour – – – – – –
2. Insecure cyber behaviour .29** – – – – –
3. Openness .05 .02 – – – –
4. Conscientiousness .09 −.23** .25** – – –
5. Extraversion .01 .12 .25** .15* – –
6. Agreeableness .08 −.11 .09 .36** .14* –
7. Neuroticism −.14* .05 −.14* −.22** −.41** −.19**

*p < .05.
**p < .01.

Table 5. Associations between security-related cyber behaviours, aggression, trait anxiety, mental
health symptoms, callous–unemotional traits and existential anxiety.

1 2 3 4 5 6 7 8 9 10 11 12

1. Secure cyber behaviour – – – – – – – – – – – –
2. Insecure cyber behaviour .29** – – – – – – – – – – –
3. Aggressive behaviour −.11 .16* – – – – – – – – – –
4. Trait anxiety −.13 .18* .24** – – – – – – – – –
5. Somatic symptoms −.12 .17* .30** .57** – – – – – – – –
6. Anxiety symptoms −.14 .13 .30** .76** .67** – – – – – – –
7. Depressive symptoms −.14 .18* .29** .75** .77** .85** – – – – – –
8. Callous −.02 .08 .51** .08 .15 .21** .16* – – – – –
9. Uncaring .05 .15* .22** .10 −.05 .02 −.06 .26** – – – –
10. Unemotional .06 .03 .06 .10 −.08 .10 .02 .11 .25** – – –
11. Fear\death −.04 .06 .20** .50** .32** .47** .47** .11 .07 .03 – –
12. Emptiness
\meaninglessness

−.14 .15* .26** .54** .40** .54** .49** .17* .16* .04 .47** –

13. Guilt\condemnation −.07 .12* .14 .44** .43** .46** .51** .13 −.00 .02 .35** .39**

*p < .05.
**p < .01.
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they really are. Interestingly, mean scores on the insecure behaviour subscale generally
followed a normal distribution. This suggests that individuals may indeed be willing to
admit engaging in insecure or even unethical cyber behaviours. Here, we believe that our
use of anonymous data collection methods may have contributed to reducing social
desirability bias among our respondents. Many researchers have demonstrated the efficacy
of self-report measures in assessing socially undesirable behaviours (e.g. [20,25]), often
using anonymous collection methods. However, until now, the appropriateness of self-
report methods to deviant cyber behaviour remained untested.

Correlating the secure and insecure factors against extant measures of behavioural
cyber security, we found support for the construct validity of the iSECURE subscales.
Specifically, secure cyber behaviours were positively associated with beliefs about
personal efficacy in protecting oneself online, as well as shared subjective norms
about cyber security, and a positive attitude about cyber secure behaviour. In contrast,
and consistent with theory, these associations were not observed for insecure behaviour.
These findings support the construct validity of the iSECURE. Specifically, we demon-
strate that beliefs and attitudes about cyber security are linked to the hypothesised
iSECURE factors in a manner consistent with theory.

Drawing from extant research, and noting conflicting results in previous studies, we
chose to examine associations between iSECURE subscales and Big Five personality traits.
Interestingly, and contrary to our hypothesis, neuroticism was negatively correlated with
secure cyber behaviours. We anticipated that individuals high in neuroticism would be
more attuned to cyber risk and thus more likely to engage in secure behaviour. Logically,
this follows from neuroticism's general association with worrisome, anxious thoughts, and
evidence suggesting that neurotic individuals tend to be more cognizant of threatening
cues [29]. However, our results suggest the opposite. That is, neurotic individuals are less
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Figure 3. Negative association between conscientiousness and insecure cyber behaviour.
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likely to practise secure cyber behaviours, though no more likely to engage in insecure
behaviours. Potentially, the anxiety and worry common among individuals high in neuroti-
cism may limit the mental resources that can be devoted to maintaining cyber security.
Relatedly, individuals high in conscientiousness were less likely to engage in insecure cyber
behaviours. Such an association makes theoretical sense, given that conscientious indivi-
duals are characterised by a tendency to obey rules, act responsibly and behave in an
ethical manner [30]. A conscientious person would therefore be less likely to engage in
potentially harmful or unjust cyber behaviour.

We further identified that aggression, depression and trait anxiety are positively and
significantly correlated (each accounting for about 3–5% of variance) with the insecure
behaviour scale, suggesting that those with anxiety, depression and high aggression are
more likely to engage in insecure cyber behaviours. We have also found that the secure
behaviour scale is significantly negatively correlated with neuroticism and existential
concerns about the meaning of life, suggesting that the more you have a positive sense
of your place in the world and are generally happy the more likely you are to engage in
secure cyber behaviour. Further testing of these associations is needed.

Several limitations of the current study should be acknowledged. First, the cross-
sectional nature of our investigation precludes any analysis of potential change in cyber
security behaviours over time. Therefore, research is needed to examine the stability of
such behaviours, as well as the test–retest reliability of the iSECURE. Second, our use of a
college-age sample may limit generalisability to the broader work force population.
Continuing study of the iSECURE might involve the testing of measurement invariance
across age, or other demographic characteristics. Third, this study relies solely on results
gathered from self-report instruments. Therefore, our results suffer from shared method
variance. Research is needed that examines the iSECURE in relation to real-world
behaviours.
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